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ABSTRACT Conversation MCQ

Structured interviews are used in many settings, importantly in mar-
ket research on topics such as brand perception, customer habits, or
preferences, which are critical to product development, marketing,
and e-commerce at large. Such interviews generally consist of a
series of questions that are asked to a participant. These interviews
are typically conducted by skilled interviewers, who interpret the
responses from the participants and can adapt the interview ac-
cordingly. Using automated conversational agents to conduct such
interviews would enable reaching a much larger and potentially
more diverse group of participants than currently possible. How-
ever, the technical challenges involved in building such a conversa-
tional system are relatively unexplored. To learn more about these
challenges, we convert a market research multiple-choice ques-
tionnaire to a conversational format and conduct a user study. We
address the key task of conducting structured interviews, namely
interpreting the participant’s response, for example, by matching
it to one or more predefined options. Our findings can be applied
to improve response interpretation for the information elicitation
phase of conversational recommender systems.
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Which ONE benefit are you primarily looking for, Enhance my skin's appearance/ feel
over time, from your facial moisturizer products?
e Fix my skin's problem areas

Maintain the appearance/feel of my skin

The main benefit I'm looking for is smooth/healthy
looking skin that isn't oily or shiny.

Prevent future skin problems

None of the above

I don't know

What would you like your skincare routine to do for
your skin?

Help prevent oiliness

¢

©  Absorbs quickly, Locks in Moisture
(©) Consistent skin throughout the day

(©) Ol free, Blemish prevention, Minimize pores, Clear
complexion

Actively hydrates to improve elasticity and firmness

None of the above

I don't know

Figure 1: The user’s conversational responses should be
mapped to the correct answer option(s).

1 INTRODUCTION

Information elicitation conversations, such as when a sales agent
tries to understand their customer’s preferences or a medical pro-
fessional asks about a patient’s history, often begin with a routine
set of questions. In e-commerce, market research professionals and
companies conduct many such surveys each year, often multiple
times, before developing, updating, or launching new products - to
collect critical data on customer preferences, interests, and aware-
ness, among other topics.

In structured interviews, an interviewer asks a predetermined set
of questions conversationally, adapting them to the user’s responses
and behavior. While extremely informative and a de-facto standard
in market research (e.g., via focus groups), these studies are limited
in scale to a small number of participants and are time-consuming
and expensive to conduct.

To expand the reach of such studies, online static multiple-choice
questionnaires or surveys are used. However, such online question-
naires have some disadvantages. They need to be shorter than
interviews to avoid "respondent fatigue" [3]. There is also a greater
risk of missing data because of a lack of probing or supervision.
Also, it is difficult to ask open-ended questions [3]. Conversational
systems that can conduct structured interviews can thus potentially
be more effective tools for preference elicitation. Such a system
would, given a structured interview provided by a domain expert,
converse with the participant to elicit responses to a series of ques-
tions. Ideally, it should also be able to ask clarification questions,
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prime the user with possible answers, and reorder and skip ques-
tions based on the user’s responses. An essential requirement for
such an agent to be effective is the ability to interpret the responses,
often by matching them to a previously defined set of options.

As a first step towards building a conversational system for
conducting structured interviews, we investigate the trade-offs
of conducting a structured interview via an automated conversa-
tional agent vs. the traditional, static, multiple-choice web-based
questionnaire. To this end, we conduct a large online user study
where a questionnaire with choices for each question is presented
in both a conversational interface and as a static multiple-choice
questionnaire. The questionnaire was provided by a reputed Per-
sonal Care products company’s marketing team. The company has
a wide range of products for skin care, which target specific skin
conditions. Market research and brand awareness are critical for
ensuring that their products meet their consumers’ needs and that
they can find the right product.

We then address the response interpretation problem for this
setting, i.e., given a structured interview in the form of a list of
questions and the set of possible answers (options) for each ques-
tion, the model needs to infer the options with which the user’s
response matches. For the related problem of intent classification
for goal-oriented and open-domain conversational agents, prior
work achieves good results by jointly training large language mod-
els on intent classification and slot-filling tasks. However, in a
system-initiative conversation where the user is asked open-ended
questions about their preferences, intent classification is challeng-
ing because 1) interview questions often elicit descriptive answers
as opposed to names of entities of an expected type, and 2) it is
expensive to collect conversational data for supervised learning. We
investigate three approaches for using contextual information for
response interpretation: 1) using historical probability distribution
over the answer options, 2) using previous conversation context,
and 3) using external knowledge.

Our research questions are RQ1) Does the change in interface,
and the absence of options lead to more informative responses?
RQ2) What types of questions would benefit from an open-ended
conversational interface? And RQ3) How can we address the re-
sponse interpretation problem (defined below) for this setting?

Setting:  Structured interview conducted by a conversational
agent with a user
Given: A conversation consisting of system utterances

(in the form of questions)
$1-Sn—-2, Sn—1> Sn;
and user responses
Uy... Un—2, Up—1, Un,
and a set of possible answers to s; given by
A(q=si) = ai1, ... aim
Problem: At conversation turn i, match u; to a subset M;
of possible answer options A(q = s;) that represents
user intent

Response Interpretation Problem Definition
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2 RELATED WORK

There has been extensive prior work on closely related problems
like intent prediction and slot-filling for conversational systems [15—
17], dialog representation [12, 14], knowledge grounded language
models [20], and domain-specific language models [2].

Open-domain and domain-specific conversational agents usually
have a predefined set of intents and slot values that they can identify
and process. Existing intent classifiers apply a variety of approaches
like transformer-based models [15], hierarchical text classification
[17], and knowledge-guided pattern matching [16] to map user
utterance to the relevant intent. However, these methods rely on
the availability of extensive training data and the intents and slots
being limited in number. In the structured interview setting, users
often give long descriptive answers to open-ended questions, which
makes it hard to apply these intent classification models.

Reading comprehension tasks that require answering multiple-
choice questions based on some given context are also closely re-
lated to our task. Luo et al. [11] propose a BERT-based framework
for handling multiple-choice questionnaires focused on reference
passages. [6, 13] address the problems of history selection and
dialog representation for conversational reading comprehension.
However, answers in reading comprehension tasks are generally
factual and precise as opposed to ones in structured interviews. The
challenges involved in training models for this task are different.

Language Models pre-trained on dialog[18, 21] are also rele-
vant to our work. TOD-BERT [18], after being pre-trained on nine
human-human and multi-turn task-oriented dialogue datasets, out-
performed strong baselines like BERT on four downstream task-
oriented dialogue applications. We use TOD-BERT in our experi-
ments to study the advantages of dialog pre-training for our task.

External knowledge bases and knowledge graphs have been
incorporated in many approaches for NLP and IR tasks to yield
promising results [1, 7, 9, 10, 19]. Most of these approaches rely
on the existence of a knowledge graph with relevant information.
Domain-specific models like SciBERT[2] and BioBERT [8] have
shown that downstream tasks can greatly benefit from models pre-
trained on in-domain data. Although our data is domain-specific,
there isn’t a pre-trained model or knowledge graph tailored for our
setting. Therefore, we use ConceptNet neighbors of terms in con-
versations to experiment with the effects of incorporating external
knowledge.

3 DATA COLLECTION
3.1 User Study

We conducted a user study with 139 participants to compare the
informativeness and other characteristics of Conversational Inter-
face responses with Web-based Questionnaire responses. We used a
questionnaire provided by domain experts from a reputed company,
as described in §1. It contains 25 multiple-choice questions about
the client’s lifestyle, skin and hair care routines, and preferences.
The questionnaire contains 12 single-option questions (the user can
select exactly one option) and 13 multi-option questions (the user
can select multiple options). The user study consists of 2 phases. In
the first phase, the participants interact with a text-based conversa-
tional agent that asks a question from the questionnaire, responds
to the user’s free-form answer with an acknowledgment (“Ok”,
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“Alright” or “I see”), and then proceeds to ask the next question.
The participants are then asked to fill out an online web-based sur-
vey with the same questions, but this time with options to choose
from. They were shown their conversational response to the ques-
tion and asked to pick the options that matched it. In addition to
the responses from the questionnaire, the participants could also
choose from two additional options, “None of the above” and “I
don’t know”.
For our experiments, we only use single-option questions.

3.2 Response Interpretation Data

We model the response interpretation task as a binary classification
problem. That is, given a <conversational response, answer option>
pair, the model predicts the probability that they are semantically
equivalent. We use the data from the user study in §3.1 as a source
of ground truth for <conversational response, answer option> pairs.
We split conversations among the train, validation and test sets in
a 60:20:20 ratio. We construct a labeled dataset of <conversational
response, answer option> pairs from conversations in the train
set to train our binary classification models. The <conversational
response, answer option> pairs from §3.1 are used as positive ex-
amples. We add an equal number of randomly selected negative
examples. The model is trained on 22865 samples and validated on
7724 samples. It is then evaluated on the holdout set of 20% of the
conversations.

4 METHODS

This section describes the different methods we use for response
prediction.

4.1 Using Probabilistic Models Learned from
Historical Data

We use purely probabilistic models, which do not consider response
text, as baselines.

4.1.1 Context-Less: Using Prior Probability Distributions. In this
method, we infer the prior probability distribution over the options
for each question using the training data. We infer the probability
of an answer option a; ;. € A(s;) being the match for question s;
as follows:

N(a j,k)

iz N(aj)
where N (aj ;) represents the number of times aj ; is observed as
the matching choice M; for s; in the training data. The model
prediction is therefore a; i, where k = argmax, P(M; = {ajx}).

P(Mj =A{ajx}) = 1

4.1.2  Contextual: Probability Distribution Conditioned on One Pre-
vious Response. In this method, we use a conditional probability
distribution. Given that a; € A(s;) was the selected option for s;,
the probability that a; ;. € A(s;) will be selected for s;, where i < j
is given by

P(Mj = {a;r} and M; = {a;})
P(M; = {ai})

P(Mj = {ajx}IM; = {a;}) = (2)

Intuitively, if the answer to s; provides some information about the
answer to sj, then H(M;j) > H(M;|M;), where H(x) is the entropy
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of the probability distribution over the values of random variable x.

H(x) = = )" p(x)logap(x:) 3)
i=1

For example, we observe in our dataset that if the user’s response for
the question “After applying a facial moisturizer, how do you want
your skin to feel?” is known, the entropy of probability distribution
over the options for “What type of weather do you usually live in?”
is much lower than the prior. We find the conditional probability
distribution with the lowest entropy as follows:

argmin H (M;|M;) 4)
i

The model prediction is therefore a; ; where k = argmax,. P(M; =
{ajx}M; = {a;}).

4.2 Fine-tuning Pre-Trained Language Models

In this approach, we treat response matching as a binary classifica-
tion task. Given a <conversational response, answer option> pair,
we train the model to output a score that indicates their semantic
similarity. The final prediction is the option with the highest score.

4.2.1 Fine-Tuned BERT Classifier. In this method, we fine-tune
BERT [4] to output a score of either 1 (when conversational response
and answer option match) or 0 (when conversational response
and answer option don’t match) when given the conversational
response and answer option as input. We employ a linear layer on
top of the [CLS] token for classification.

We predict the semantic similarity score of a user response u;
with all the possible answer options for the question s; as follows:

Sjk = BERT([CLS|lu;||[SEP]llajk) Vajk € Alg=s;) (5)

The model prediction is a; ¢, where k = argmax,. Sj x.

4.2.2 Incorporating Conversation Context. We include conversa-
tion context in the model input in addition to the conversational
response. We append each conversational utterance with either a
“[SYS]” or a “[USR]” token depending on whether it is a system or a
user utterance. Let ¢ represent the concatenation of the j th system
and user utterances.

tj = [SYS]|Is; I[USR]|lu;
We experiment with three settings:

o Context of the current turn j:

S;x = BERT([CLS]||t;|I[SEP]lla;x) Vajx € A(g = s})

e Context of 1-previous turn:

Sy = BERT([CLS] lt;11t;I[SEP]llaj ) Vaj € Aq=s)

o Context of 2-previous turns:

Sjk = BERT([CLS]|[tj-zlltj-1llt;[[SEP]lla;k) Vaji € A(q=s;)

The model prediction is a; x, where k = argmax, Sj x.

4.2.3 Incorporating Dialog Pre-training. We hypothesize that a
model pre-trained on dialog tasks would perform better than a
generic pre-trained language model in our conversational setting.
In this approach, fine-tune TOD-BERT instead of BERT. TOD-BERT
has the same architecture as BERT but has been pre-trained on
various dialog tasks.
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4.24  Incorporating External Knowledge. BERT often does not cap-
ture the semantic relatedness of domain-specific terms. To bridge
the vocabulary gap between the user responses and questionnaire
answer options, we concatenate one-hop neighbors from Concept-
Net ! of all the terms in the user input to the user input. We exclude
infrequent neighbors to avoid adding noise to our input text.

5 EXPERIMENTAL SETTING

We use 5-fold cross-validation for our experiments. We treat each
fold as the test set one by one and use the other folds as train and
validation. We report the average of results from all test folds.

5.1 Models Compared

e Probabilistic Baseline: We use the conditional probability-
based model described in §4.1.2 as the baseline.

e BERT: We fine-tuned bert-base-uncased? on our dataset of
<conversational response, answer option> pairs (§4.2.1). We
experiment with different lengths of conversation context.
Results are reported for the best version, which only consid-
ers the current conversation turn.

TOD-BERT: We also tried a BERT model pre-trained on
conversational data. Results are reported for TOD-BERT
(described in §4.2.3) fine-tuned on our task with 2 previous
turns of context.

BERT-CNNet: Since our dataset is domain-specific and has a
different vocabulary than BERT’s pre-training data, we also
experiment with augmenting input to BERT with domain-
specific keywords. Again, results are reported for the best
version that only considers the current conversation turn.

(§4.2.4)

5.2 Evaluation Metric

For this paper, we train and evaluate our models on single-option
questions. Therefore, we use accuracy as the evaluation metric,
which we define as the fraction of test questions where the model
assigns the highest score to the true answer option based on the
ground truth data described in §3.2.

5.3 Human Annotation

We observed that in the user study, in the Web-based Questionnaire ,
the participants often selected options that they hadn’t implied in
their Conversational Interface responses. To measure how difficult
response interpretation is for humans, we recruited annotators
from MTurk who were familiar with and interested in the domain.
We asked them to choose the most appropriate option for each
question, given the chat responses from the original user study
participant. Four different workers annotated each question for a
sample of 27 conversations. We use Fleiss Kappa [5] to measure
inter-annotator agreement. The average agreement is 0.46, which
indicates moderate agreement. However, it varied significantly
across different questions, as Table 2 shows. The average agreement
between the MTurkers and original respondents is 0.44, which is
also moderate.

Lhttps:// conceptnet.io/
2 https:// github.com/ google-research/ bert/ blob/ master/README.md
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Table 1: Main Results: Accuracy on Single-Option Questions

Model Overall On High-x Questions

Accuracy Std  Accuracy Std
Prob. Baseline  0.51 0.02 0.53 0.02
BERT 0.64(+24.0%) 004 0.71(+34%)  0.04
TOD-BERT 055(+7.6%) 004 063(+188%) 0.3

BERT-CNNET 0.62 (+20.9%) 0.02 0.68 (+28.3%) 0.05

6 RESULTS AND DISCUSSION

We first report the main results of different methods for response
interpretation, then discuss findings about user behavior, and finally,
investigate the factors that make the task challenging.

6.1 Response Interpretation Results

Table 1 shows the accuracy of all the models on single-option ques-
tions. We consider improvement to be statistically significant if
ttest on each fold returns a p-value < 0.05. Significant results are
marked in bold text.

The accuracy of TOD-BERT is not significantly higher than our
probabilistic baseline. This is because the conversations in our
setting are different from the goal-oriented dialog that TOD-BERT
is pre-trained on. The model is not able to transfer its knowledge
to response interpretation in a structured interview.

Fine-tuned BERT and BERT-CNNET significantly outperform
the baseline.

The highest value of accuracy we achieve is 64%, which is rela-
tively low. As discussed in §5.3, the inter-annotator agreement is
lower on some questions, indicating that intent prediction on these
questions is difficult even for humans. We obtain higher accuracy
values by excluding questions with low inter-annotator agreement
from our test set. We set the threshold for low agreement as 0.4,
which is standard for Fleiss Kappa. This leaves us with 7 single-
option questions out of 12. Table 1 also shows these results.

6.2 Tradeoff Between Effort and Information

Table 2 summarizes our findings from the user study. The average
dwell time (Time elapsed between the question’s appearance and
the user’s first click/keypress) for a question was comparable for
Web-based Questionnaire and Conversational Interface . The input
time was much longer for Conversational Interface because partici-
pants had to type their responses instead of selecting options with
clicks. On average, the Conversational Interface response has more
words than the Web-based Questionnaire response. In some cases,
the extra effort on the users’ part resulted in more informative
answers. For example, for the questions, "When do you moisturize
your face"? (Q4) and "How do you handle unexpected stress?" (Q8),
the Conversational Interface response is significantly more verbose
than the Web-based Questionnaire response. These questions elicited
descriptive answers that were more informative in Conversational
Interface .

On the other hand, for the question "What kind of hair day are
you having today?" (Q5), users were more likely to give a response
like "good" or "not bad". Although the longest conversational re-
sponse for this question had 13 words, on average Web-based Ques-
tionnaire elicited more informative responses.
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Table 2: Questionwise Results: Accuracy is reported for the best performing model; Fleiss Kappa is agreement among human
annotators; the last row is the fraction of times annotators chose "None of the above". Response length represents the number

of words in the response

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Mean
Accuracy 076 066 076 0.81 060 071 058 052 040 041 084 069  0.65
Fleiss x 0.88 078 078 0.74 069 049 044 026 022 021 0.09 004 047
Number of Options 2.00 3.00 11.00 4.00 5.00 400 500 400 400 300 400 3.00 433
Conversational Dwell Time (sec) 11.79 7.38  6.21 1242 9.38 12.03 1223 1477 1457 1343 752 6.68 10.70
Conversational Response Length  3.30  2.78 344 6.70 344 641 548 730 419 463 400 4.19 4.65
Questionnaire Dwell Time (sec) ~ 10.59 4.96 10.93 1437 9.15 752 10.04 859 2070 20.56 7.74 11.30 11.37
Questionnaire Response Length  1.23  1.95 365 140 7.71 426 746 271 504 273 488 142 3.70
"None of the above" answers 0.02 003 008 0.08 014 041 022 058 037 050 0.02 064 0.26

We also observe that 26% of the Conversational Interface re-
sponses annotated by MTurkers were mapped to "None of the
above", which indicates that Conversational Interface often collects
information that is entirely absent from Web-based Questionnaire op-
tions. The highest number of "None of the above" responses were
observed for questions "After applying a facial moisturizer, how do
you like your skin to feel?" (Q10) and "How would you describe
your natural hair?" (Q12). This might have been because these ques-
tions can be interpreted in different ways, but the options list is
small and specific.

6.3 Error Analysis

Table 3 shows the correlation between 4 features of questions with
the best model’s accuracy (Accuracy) and the inter-annotator agree-
ment (x) for that question. Contrary to what we expected, a larger
number of options does not make the task harder for the model or
human annotators. The number of words in the conversational re-
sponse (Conv. Response Length) negatively correlates with x more
than with Accuracy. That might be because longer responses could
partially match more than one answer option and cause disagree-
ment. A longer dwell time indicates that the question is hard to
understand or hard to answer. It negatively correlates with Accu-
racy more than with k. This might be because it is harder for the
model to handle unusual responses it hasn’t been trained on.

Thus, we can see that the model fails to generalize to unusual re-
sponses. Another case where we observe high error is when match-
ing responses requires some logical reasoning. For example, for the
question "Which ONE benefit are you primarily looking for, over
time, from your facial moisturizer products?”, the user responds by
saying "The main benefit I'm looking for is smooth/healthy looking
skin that isn’t oily or shiny". However, the choices in the question-
naire are "Maintain the appearance/feel of my skin", "Enhance my
skin’s appearance/ feel”, "Fix my skin’s problem areas" and "Prevent
future skin problems". The model would have to infer that the user’s
response implies that they want to enhance their skin’s appearance.
The domain-specific nature of the task also remains a source of
error. ConceptNet does not have high enough coverage of skincare
terms.

7 CONCLUSION AND FUTURE WORK

In summary, we conducted a study to investigate the difference in
responses between Conversational Interface and Web-based Ques-
tionnaire . We find that Conversational Interface has the advantage
of eliciting an answer that might not be one of the options but is in-
formative of the user’s preferences. We also see that Conversational
Interface elicits descriptive, more informative answers from users
for open-ended questions. On the other hand, questions that ask
for specific information and have a comprehensive list of options
can be answered more efficiently using Web-based Questionnaire .

Moreover, we investigated the problem of automated response in-
terpretation in a conversational structured interview setting, which
is more challenging than the traditional intent classification task.
We compared three complementary approaches to this problem,
namely incorporating historical information, conversation context,
and external knowledge for more effective semantic matching, all
using state-of-the-art contextual large language models to represent
the conversational and structured data. Our results demonstrate
that effectively incorporating contextual information in structured
interviews is harder than in other types of dialog. Although re-
sponses to previous interview questions can contain clues to infer
future responses, we could not capture them by concatenating pre-
vious turns with the input to our model. A possible future research
direction would be to create a more effective context representation
for structured interviews. Another direction of research we plan
to pursue is automatically adapting the conversation to ask clarifi-
cation questions if the participants’ response is unclear or to even
skip some questions if the participant already provided information
matching one of the options. Such an adaptive system can also
use a combination of open-ended conversational interaction and
suggesting options when necessary. Lastly, incorporating external
knowledge in the absence of an appropriate knowledge graph, pos-
sibly using unstructured text from our domain, is another direction
we plan to explore.
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