
CTMR: Cohort-Aware Transformer Multi-
Objective Ranker for Personalized 
Debiased and Diversity-Aware Product 
Search

Authors: Liping Zhang, Subhajit Sanyal, Tracy King

Presenter: Liping Zhang
Staff Lead ML Scientist, Adobe Inc.
ICDM ISIR-eCom Workshop 11/12/2025



Motivation

• CTR–CVR tradeoff in creative marketplaces

• Fairness across cohorts & long-tail queries

• Need for scalable, responsible re-ranking



CTMR Key Contributions

• Field-Aware Positional Transformer Encoders (FAPTE)

• Task-specific Late-Interaction MaxSim features

• Cohort-Conditioned HyperNetworks (uncertainty-aware)

• IPS debiasing + exposure-diversity regularization

• Unified CTR/CVR multi-task objective



CTMR Architecture (High Level)

• Semantic alignment: Field-aware positional 
encoders and Late-Interaction features capture 
token-level semantics with efficiency.

• Cohort personalization: HyperNetworks 
conditioned on cohort embeddings dynamically 
generate task mixing and expert routing.

• Responsible optimization: Inverse-propensity 
weighting debiases training, and a diversity 
regularizer prevents long-tail neglect.

• Complete Training Objective: The final training 
objective combines all loss components with 
adaptive weighting.



Field-Aware Positional Transformer Encoders (FAPTE)

• Multi-field tokenization

• Hierarchical positional encodings

• Field-constrained attention



Field-Aware Positional Transformer Encoders (FAPTE)

Title Tokens

+ Field & Positional Embeddings

Topics Tokens

+ Field & Positional Embeddings

Category Tokens

+ Field & Positional Embeddings

Style Tokens

+ Field & Positional Embeddings

Transformer Blocks (4×)

8 heads, d=256
Field-constrained 
attention



Late Interaction MaxSim  (Task-Specific)

• Token-level semantic matching

• Task-specific projections

• Multi-granularity features

Query tokens (h^q_i)

Product tokens (h^d_j)

s^τ_LI featureTask-Specific Late Interaction



Cohort-Conditioned HyperNetworks

• Cohort embedding (locale, temporal, 
segment, market)

• Dynamic routing & task mixing

• HyperNet generates gates & task 
weights with uncertainty

• Cohort-Conditioned HyperNetworks (CCH) 

• dynamically generate expert gating 
parameters and task balancing coefficients 

based on contextual signals while 
incorporating uncertainty 
quantification for robust decision-
making.



Debiasing & Diversity Optimization

• IPS-weighted pairwise RankNet

• Exposure Gini regularization

• Improved long-tail fairness



Unified Multi-Objective Optimization

• Uncertainty-weighted CTR/CVR losses

• RankNet + diversity + regularization

• Efficient gradient scheduling



Evaluation

• Adobe Creative Marketplace dataset (4.2M 

samples)

• Multi-modal features: text, image, KG, behavior

• Strong baselines: MMoE, UWM3R

• Dataset & Features

• 4.2M query–product interactions; 

chronological split 70/15/15

• Text (query/title/topics/style), CLIP 

embeddings, KG

• Context (locale/time), behavior, session 

signals



Main Result

• CTMR achieves best AUC, NDCG, 
MAP, MRR

• Significant gains on long-tail 
queries



Production Deployment

• Adobe CPF re-ranking microservices

• TorchScript inference

• Caching

• monitoring & A/B testing



Conclusion

• Responsible ranking: relevance + fairness + personalization

• Practical for production-scale search

• Pathway to LLM-enhanced retrieval & conversational search

• Generality beyond creative content, more domains
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