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ABSTRACT
This paper explores the usage of multimodal image-to-text mod-
els to enhance text-based item retrieval. We propose utilizing pre-
trained image captioning and tagging models, such as instruct-
BLIP [6] and CLIP [24], to generate text-based product descriptions
which are combined with existing text descriptions. Our work is
particularly impactful for smaller eCommerce businesses who are
unable to maintain the high-quality text descriptions necessary
to effectively perform item retrieval for search and recommenda-
tion use cases. We evaluate the searchability of ground-truth text,
image-generated text, and combinations of both texts on several
subsets of Amazon’s publicly available ESCI dataset [26]. The re-
sults demonstrate the dual capability of our proposedmodels to en-
hance the retrieval of existing text and generate highly-searchable
standalone descriptions.

CCS CONCEPTS
• Information systems → Information extraction.
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1 INTRODUCTION
Online retail, or eCommerce, represents a rapidly growing seg-
ment of the global economy. Its share of all retail sales (includ-
ing both online and brick-and-mortar) is estimated to have grown
from 18% in 2017, to 35% in 2022 [11] (accelerated in part by the
societal changes brought about by the COVID-19 pandemic) and
is projected to reach 41% by 2027. As with traditional brick-and-
mortar shopping, a online retailer’s primary goal is to help their
customer find and discover products that they ultimately purchase.
In the context of eCommerce, the primary means for product dis-
covery are search and recommendations[33], with major research
areas including search matching [29], ranking [2], recommender
systems [32], and more recently, conversational recommender sys-
tems [10].
Most search and recommendation technologies rely on knowledge
of the product catalog to retrieve relevant items for a given use case.
Product metadata can include title, description, attributes (such as
size, color, compatibility, etc) as well as images of the product. The
quality of this product metadata [18, 20] has a direct effect on the
efficacy of these technologies, especially as more large-language-
model-based technologies are utilized for search [14, 31] and rec-
ommendations [5, 10, 12, 35]. However, for the average eCom-
merce retailer, obtaining high-quality product metadata is not a
trivial task. It can be dependent on the quality of the metadata pro-
vided by the manufacturer, as well as the various data sources and
supply chains it needs to travel through before getting into the re-
tailer’s catalog management system. To solve this problem, many
online retailers employ costly human annotators to fix or enrich
their product metadata to optimize for product discovery applica-
tions. On the other hand, nearly all eCommerce websites maintain
a high-quality product image catalog that caters to the fundamen-
tally visual nature of online shopping.
Several approaches have been proposed to automatically extract
product attributes from existing text attributes [17, 19, 39]. More
recent approaches use image processing and computer vision tech-
niques to predict attributes from product images as well [36, 43].
Building upon that work, this paper investigates the use of state-
of-the-art pre-trained image captioning and tagging models as a
means to extract textual product attributes that can enhance search
and discovery capabilities on eCommerce sites, which are increas-
ingly reliant on natural-language-based technologies.
Our contributions are as follows:

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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(1) We leverage image-to-text generation to enable and im-
prove text-based item retrieval in conversational recommen-
dation agents.

(2) We perform a literature review on current state-of-the-art
multimodal image-to-text models.

(3) We analyze LLM-based conversational agents as a prepro-
cessor for user queries.

(4) We evaluate proposedmethods on the Amazon ESCI dataset
[26] against several baselines and the original human-
generated text.

2 RELATEDWORK
In this study, we evaluate a range of image-to-text translation tech-
niques. As such, our work is directly related to or adjacent to the
following topics of transformer models, conversational recommen-
dation, and image tagging and captioning systems.

2.1 Transformer Models
Attention-based transformermodels [34] have risen to prominence
across both academia and industry for their strong performance on
a variety of natural language tasks. In the realm of computer vision,
Vision Transformers (ViT) [9] have also found success by applying
the transformer architecture directly to linear embeddings of im-
age patches. Despite Convolutional Neural Networks (CNNs) hav-
ing built-in assumptions that provide an advantage in the image do-
main [13], vision transformers convincingly demonstrate stronger
performance on most vision tasks given ample training data.
For semantic textual similarity (STS) tasks, transformer-based
models such as Bidirectional Encoder Representations (BERT) [8]
demonstrated state-of-the-art performance by computing pairwise
similarity scores between sentences.
In our project, transformers and ViTs are used as text and image
backbones, respectively, in our multimodal image-to-text models.
We also fine-tune pre-trained cross encoders and transformers to
perform text-to-query similarity scoring for item retrieval.

2.2 Discriminative Image-to-Text Tagging
Contrastive Language-Image Pre-training (CLIP) [24] represents
the cutting edge in multimodal representation learning, utilizing
vision transformers [9] and text transformers [34] backbones for
image and text embedding, respectively. By leveraging contrastive
pre-training on the LAION-5B [30] dataset, CLIP effectively learns
to project relevant images and text close together within the em-
bedding space. Specifically, for a batch of aligned image-text pairs,
CLIP optimizes a contrastive loss tominimize the distance between
the embeddings of matching images and texts, and maximizes the
distance otherwise. This enables CLIP to be a highly data-efficient
zero-shot transfer learner that is robust to task shifts [24], relative
to supervised classification models pre-trained on ImageNet [7].
In our work, we utilize Fashion CLIP (FCLIP) [3], an adaptation of
the original CLIP model fine-tuned on fashion data from Farfetch,
for performing metadata tagging on client data from the apparel
industry. Meanwhile, CLIP is used for general image tagging and
direct image-query similarity scoring in our experiments on the
Amazon ESCI dataset. See Fig. 1 for a plot of PCA-reduced image
and text embeddings.

Figure 1: PCA embeddings of image and text from a fashion
dataset.

2.3 Generative Image-to-Text Captioning
Bootstrapping Language-Image Pre-training (BLIP-2) [15] intro-
duces an efficient image captioning method that only learns a
lightweight transformer called a Q-Former to perform cross-modal
alignment between frozen image encoders and language models.
The most performant BLIP-2 models leverage vision transformers
(ViT-L/14) as the image encoder and flan-t5 [25] as the text en-
coder. The Q-Former consists of two transformer submodules: one
vision transformer interacting with the frozen ViT for visual fea-
ture extraction, and one text transformer to encode and decode
text. These submodules share self-attention layers to allow cross-
input interactions, and different forms of attention masking are
applied depending on the pre-training objective being optimized.
The authors also introduce two fine-tuning stages: one for learning
queries to extract visual features that are the most informative on
the text, and a second one for learning a fully connected layer to
project the output representations into the frozen LLM.
InstructBLIP is another extension of BLIP-2 that reaches state-of-
the-art performance on a variety of generative tasks. The main in-
novation is the introduction of a new Query Transformer, which,
unlike the original Q-Former, enables conditional attention to
ViT’s visual features based on the given instructions. By further
pre-training on 26 datasets in an instruction tuning format, In-
structBLIP was able to outperform GPT-4, LLaVA, and MiniGPT-4
in a qualitative evaluation.
Within the computational limitations of this project, we assess the
image captioning capability of these multimodal models. See Fig. 2
for an overview of both discriminative and generative models.
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Figure 2: Overview of the Image-to-Text Tagging and Captioning models we use in experiments.

Table 1: ESCI Sample Entries
User Query Product Title ESCI Label
baby bum rash cream Aquaphor Baby Healing Ointment - for Chapped S… E
baby bum rash cream Boudreaux’s Butt Paste Diaper Rash Cream, Maxi… S
baby bum rash cream Baby Bum Brush, Original Diaper Rash Cream App… C
baby bum rash cream Diaper Rash Cream Spray by Boogie Bottoms, Tra… I
invicta abalone watches for men Invicta Men’s Pro Diver Quartz Watch with Stai… E
invicta abalone watches for men Invicta Men’s Pro Diver 40mm Steel and Gold To… E
invicta abalone watches for men Invicta Men’s 6977 Pro Diver Collection Stainl… S
invicta abalone watches for men Invicta Pro Diver Men’s Wrist Watch Stainless … S

3 METHODOLOGIES
The objective of this project is to assess item searchability by quan-
tifying how effectively a subset of items can be ranked accord-
ing to their relevance to a given user query. We compare perfor-
mance across several scenarios where item information is provided
through images, textual descriptions, or a combination of both. See
Fig. 3 for more details.

TEXT - Only Text: This reflects the original ESCI approach of
comparing text to user queries. Although some descriptions may
contain errors, we will assume that the original human-written
item descriptions in the ESCI dataset are mostly high-quality, and
we view them as the ground truth on text-query similarity search
performance.

IMG_GEN - Only Images: We rely entirely on image-generated
captions and tags as the descriptions within our text-to-query sim-
ilarity search.

TEXT+IMG_GEN - Text and Images: We measure the ability of
image-generated text to supplement existing text to improve text-
to-query similarity search performance.

IMG_DIRECT - Only Images: We bypass the intermediary tex-
tual representation and directly embed images and queries to com-
pute cosine similarity. Several significant limitations of this ap-
proach are the requirement of costly vector databases to store em-
beddings and the need for a model inference pass to embed the in-
coming user query for each incoming recommendation call. With-
out extensive optimizations, this could lead to prohibitively high la-
tencies or costs. Furthermore, omitting the intermediate text stage
forfeits the opportunity to automate or bootstrap the manual cap-
tioning process for new products.

3.1 Similarity Search
Our methods center on text-based query search for item retrieval
within the context of eCommerce search and recommendation sce-
narios. We integrate our proposed multimodal methods with fine-
tuned cross encoders and transformers to achieve efficient text-to-
query similarity scoring and item retrieval. Additionally, we also
explore the direct approach of comparing item image and user
query embeddings [14]. Refer to Fig. 4 for an overview.

3.2 Image-to-text Models
We examine the zero-shot capabilities of generative models in
generating unstructured item catalog descriptions and detecting
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Figure 3: Overview of our approaches on settings with different types of available data. More details about the Catalog Search
Systems can be found in Fig. 4.

specific features from images. Due to computational limitations,
we were limited to exploring BLIP-2 and InstructBLIP with flan-
t5 backbones. These captioning models were loaded across two
NVIDIA 1080Ti GPUs using 16-bit floating-point half precision.
We also assess the zero-shot classification abilities of discrimina-
tive multimodal models to classify metadata tags. We chose to use
the broadly applicable CLIP on the Amazon ESCI dataset.
To broaden the scope of generated text, we prompt models to
extract various features for each item that are likely targets of
user searches, such as color, material, usage, and intended user.
Additionally, we experiment with a series of differently worded
prompts and compare outputs to select the best phrasing for model
performance.

3.3 Query Preprocessing
We observe that user queries are often misspelled, too vague, or
contain non-English terms. To address this, we leverage the com-
monsense reasoning and extensive world knowledge of ChatGPT-
3.5 to refine and elaborate upon the initial user queries. An effec-
tive prompt for ChatGPT-3.5 to perform this preprocessing was:
”Extract at least 5 related tags or usage keywords from queries. Out-
put in English as a comma separated list.”. See Table. 2 for exam-
ples.

3.4 Experiments
Our experiments investigate the efficacy of image-to-text genera-
tion in enhancing catalog search across contexts that employ im-
ages, textual descriptions, or a combination of both. Across our
experiments, all pre-trained BLIP, CLIP, and transformer models
used in our experimentswere sourced fromHuggingFace [38]1.We
also obtained an implementation of Cross Encoders from Sentence

1https://huggingface.co/

https://huggingface.co/
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Figure 4: Our pipelines for Text-Query and Image-Query similarity search.

Table 2: ChatGPT-3.5 Preprocessing
User Query ProcessedQuery

!awnmower tires
without rims lawnmower, tires, without rims

#20 paper bags
without handle

paper bags, without handle,
packaging, eco-friendly, retail

paws animal, pets, claws, dogs, cats
apple iphone 11
pro unlocked apple, iPhone, 11 pro, unlocked

자전거트레일러
bicycle trailer, bike trailer,
cycling trailer, bike cart,

bike carrier

眼镜框
eyeglass frames, glasses frames,

eyewear, spectacle frames,
glasses

Transformers [27]2, and all model modifications were written us-
ing PyTorch [22]3.
Training and evaluation were conducted on Crossing Minds’ in-
ternal compute cluster, which is equipped with multiple NVIDIA
1080Ti GPUs.

3.4.1 Datasets. Our experiments evaluate the utility of our image-
generated features on the publicly available Amazon ESCI dataset
[26], which features a wide range of eCommerce product cate-
gories such as entertainment, apparel, technology, and home decor
(see Table 1 for examples). We focus on the English subset of Task
1 in the ESCI dataset, where a subset of Amazon products must
be ranked in order of relevancy to a given user query. Each query-
product pair is manually classifiedwith a relevance label. See Table
3 for more details.

2https://www.sbert.net/
3https://pytorch.org/

Through text-query sentence similarity search, we are able to com-
pare the retrieval capabilities between our image-generated de-
scriptions and the original human-crafted descriptions.Within this
dataset, each user query has up to 40 example products that need to
be ranked, with an average of 20.3 example products per query.We
will call this number of examples per query ratio E/Q for brevity.
Due to the project timeline and computational limitations, our
research only considers a subset of approximately 20,000 of the
most popular products out of the original 482,000 unique Amazon
products in the dataset. We measured product popularity based on
the number of occurrences as an example for a query within the
dataset.
Given that images were not included in the ESCI dataset, we used
the provided product identifiers to scrape the associated Amazon
product pages for images. To streamline this process, we limited
our scope to the first image of each item and selected the image
size with as close to a resolution of 384x384 as possible. With an
average of 15–30 seconds per image retrieval, scraping the entire
original catalog of 482,000 products would have taken in excess of
three months to complete.

3.4.2 ESCI Label Distribution. See Table 4 for an overview of label
distributions.

Dataset 1: Most Popular Items (𝑃𝑎𝑑𝑆𝑖𝑧𝑒 = 0)

Due to the aforementioned limitations, wewere only able to con-
sider a subset of the original 482,000 products. To improve sample
efficiency, we filter the dataset to only retain items that appear in
a minimum of three queries as examples and eliminate all queries
with no examples left.This produces a dataset with a total of 21,627
items and 19,825 queries. Additionally, we see a significant drop in
the number of examples per query (E/Q) from 20.3 to 4.8.
Both the original ESCI dataset and this subset consist mainly of
query-product pairs that are exact matches and substitutes, with a

https://www.sbert.net/
https://pytorch.org/
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Table 3: ESCI Label Definitions
ESCI Label Definition UserQuery Item
Exact (E) Satisfies all constraints Loose Fit Red Dress Shirt Loose Fit Red Dress Shirt

Substitute (S) Alternative substitute Loose Fit Red Dress Shirt White Dress Shirt
Complement (C) Complements the desired item Loose Fit Red Dress Shirt Black Tie
Irrelevant (I) Everything else Loose Fit Red Dress Shirt Water Bottle

smaller proportion of irrelevant pairs. This label distribution indi-
cates that this dataset primarily assesses an approach’s ability to
generate text that can discern between exact matches and substi-
tutes, with a secondary emphasis on discriminating irrelevant from
relevant matches. To perform this task, minute details in the item
description are crucial to determining if a query-item pair is an ex-
act match or a substitute. As such, we expect our image-generated
text to perform slightly poorer in this task, given that critical infor-
mation, such as dimensions, product version, and technical speci-
fications, are not typically discernible from images alone.
We note that a major limitation with this dataset is the small E/Q
ratio of 4.8. With such a small number of items that need to be
ranked, even our random baseline is able to achieve strong nDCG
scores (see Fig. 5).

Dataset 2: Most Popular Items + Random Irrelevant Samples
(𝑃𝑎𝑑𝑆𝑖𝑧𝑒 ∈ [5, 10, 20])

To mitigate this issue, we introduce a modified version of
Dataset 1 where we fill each query with randomly sampled items
until the query has at least 𝑃𝑎𝑑𝑆𝑖𝑧𝑒 items. All randomly sampled
items are labeled as irrelevant, since we assume that the vast ma-
jority of catalog items are irrelevant to any individual query. More-
over, considering the high proportion of relevant items in the ini-
tial dataset, it is improbable that there are a significant number of
unselected relevant items remaining in the dataset.
Through this padding strategy, we are able to bring our E/Q ratio
up to 20.2 when 𝑃𝑎𝑑𝑆𝑖𝑧𝑒 = 20, which aligns closely with the E/Q
of 20.3 in the original ESCI dataset. The resulting label distribution
better reflects the expected label distributions for item retrieval
from real store catalogs, where irrelevant items substantially out-
number exactly matching and substitute items. As such, we can
interpret this scenario as assessing our models more on their abil-
ity to discern relevant items from a larger pool of irrelevant items.

3.4.3 Metrics. We quantify the item retrieval and ranking ability
of our various approaches through Normalized Discounted Cumu-
lative Gain (nDCG). nDCG evaluates how close the first𝑘 predicted
ranking items are to the ideal ranking order, yielding a number
from 0 to 1, with higher values indicating better performance. In

our experiments, we set 𝑘 to the maximum length of sequences to
consider all ranked items.

DCG𝑘 =
𝑘∑
𝑖=1

relevance𝑖
log2 (𝑖 + 1)

IDCG𝑘 =
𝑘∑
𝑖=1

relevance𝑖𝑑𝑒𝑎𝑙𝑖

log2 (𝑖 + 1)

nDCG𝑘 =
DCG𝑘

IDCG𝑘

4 RESULTS AND DISCUSSIONS
4.1 Baselines
In previous settings without existing text, we would employ meth-
ods such as random or most popular ranking that do not rely on
item information.We explore several popularity scoring variations
in Fig. 5.

Random Baseline: An initial lower-bound baseline was estab-
lished by randomly ranking products. To minimize the influence
of outliers, we take the median nDCG score across five random or-
derings.

Most Popular Baseline: We also establish a popularity-based
baseline by assigning scores to products according to their ESCI
relevance labels and aggregating across all occurrences. The most
effective label scoring method was scoring [𝐸, 𝑆,𝐶, 𝐼 ] labels with
[1, 0, 0, 0], respectively. This represents the number of times each
item appears as an exact match in the training data. We also con-
sidered alternate popularity scoring methods such as the num-
ber of non-Irrelevant matches [1, 1, 1, 0], and decreasing scores
[1.0, 0.1, 0.01, 0.0].
Our experiments reveal that both baselines achieve high nDCG
scores in Dataset 1 due to the limited number of items that need
to be ranked. However, as we increase the E/Q ratio with more
random padding, both baselines experience up to a 40% decline
in performance. As anticipated, since the most popular baseline
incorporates information from training data statistics, we see our

Table 4: ESCI Label Distributions
Dataset 0 Dataset 1 Dataset 2

Label 𝑃𝑎𝑑𝑆𝑖𝑧𝑒 = 0 𝑃𝑎𝑑𝑆𝑖𝑧𝑒 = 0 𝑃𝑎𝑑𝑆𝑖𝑧𝑒 = 5 𝑃𝑎𝑑𝑆𝑖𝑧𝑒 = 10 𝑃𝑎𝑑𝑆𝑖𝑧𝑒 = 20
E 43.9% (79708) 37.7% (10751) 27.0% (10751) 16.9% (10751) 8.9% (10751)
S 34.9% (63563) 37.0% (10548) 26.5% (10548) 16.6% (10548) 8.8% (10548)
C 4.5% (8099) 3.5% (989) 2.5% (989) 1.5% (989) 0.8% (989)
I 16.7% (30331) 21.8% (6212) 43.9% (17478) 64.9% (41365) 81.4% (97398)

# Examples 181701 28500 39766 63653 119686
# Queries 8956 5935 5935 5935 5935
E/Q Ratio 20.3 4.8 6.7 10.7 20.2
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most popular baseline marginally outperform the random baseline
across all settings.

Figure 5: Ranking performance of our random baseline and
several variations of themost popular baseline across differ-
ent 𝑃𝑎𝑑𝑆𝑖𝑧𝑒’s.

4.2 Approaches using Item Text or Images
Fig. 6 illustrates the average nDCG performance and includes error
bars representing the range between the minimum and maximum
nDCG values observed over four independent runs. Additionally,
Fig. 7 compares these results to established baseline measures.
As anticipated, the original Amazon text outperforms our purely
image-generated text, although the latter only marginally under-
performs the original text and noticeably outperforms the base-
line methods as 𝑃𝑎𝑑𝑆𝑖𝑧𝑒 and E/Q increase. Notably, we observe a
graceful degradation of performance across non-baseline methods
as the number of examples that need to be ranked grows.
Additionally, we see that augmenting the original Amazon product
descriptions with our image-generated text enhances overall per-
formance. This suggests that our image-generated text possesses
the ability to capture details that the existing textmay havemissed.
We also note that the unstructured InstructBLIP outputs are con-
siderably more effective than CLIP-based tagging. This disparity
in performance may be a result of CLIP outputs being constrained
to pre-selected tag options, which could potentially be mitigated
by scaling and improving the tag options list to align more closely
with user search terms.
Our findings also show that the direct image-query similarity
approach yields slight improvements over our other image-only
methods across all datasets. However, we argue that the previously
discussed drawbacks of this approach outweigh thesemodest gains
in the context of real-world applications.

Figure 6: Ranking performance of our proposedmultimodal
approaches across different 𝑃𝑎𝑑𝑆𝑖𝑧𝑒’s, highlighting the influ-
ence of different input modalities.

In summary, our experiments demonstrate the capability of our
multimodal models to both supplement the searchability of exist-
ing text and generate high-performance standalone descriptions.

4.3 Cross Encoder versus Transformer
Similarity

In our text-query search step, we evaluate two sentence similarity
models: a conventional transformer model fine-tuned for seman-
tic search task 4, and a cross-encoder transformer [28]5. Although
both models demonstrate comparable performance on datasets
with smaller 𝑃𝑎𝑑𝑆𝑖𝑧𝑒’s (see Table 5), the cross-encoder model be-
gins to exhibit superior performance compared to the standard
transformer when handling larger padding sizes. This improve-
ment can likely be attributed to the cross-encoder’s previously
discussed specialized training methodology for learning semantic
similarity tasks.

Table 5: Similarity Methods Comparison Across 𝑃𝑎𝑑𝑆𝑖𝑧𝑒’s
𝑃𝑎𝑑𝑆𝑖𝑧𝑒 Transformer Cross Encoder

0 0.782 0.781
5 0.775 0.773
10 0.759 0.764
20 0.740 0.750

4.4 GPT Preprocessing
From our experiments (Table 6), we observe that refining and elab-
orating upon user queries through ChatGPT-3.5 results in a slight
yet consistent performance improvement across most experimen-
tal settings. This result aligns with our expectations, as our inves-
tigations identified the presence of errors, misspellings, and non-
English terms within the original user queries.
4https://huggingface.co/sentence-transformers/multi-qa-mpnet-base-dot-v1
5https://huggingface.co/cross-encoder/ms-marco-MiniLM-L-2-v2

https://huggingface.co/sentence-transformers/multi-qa-mpnet-base-dot-v1
https://huggingface.co/cross-encoder/ms-marco-MiniLM-L-2-v2
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Figure 7: Comparing the ranking performance of our multimodal methods against our baselines across different 𝑃𝑎𝑑𝑆𝑖𝑧𝑒’s.

Table 6: GPT Preprocessing Comparison Across 𝑃𝑎𝑑𝑆𝑖𝑧𝑒’s
𝑃𝑎𝑑𝑆𝑖𝑧𝑒 Original Query GPT Preprocessing

0 0.780 0.782
5 0.767 0.774
10 0.756 0.762
20 0.734 0.745

5 CONCLUSIONS AND FUTURE RESEARCH
In this paper, we leveraged image-to-text captioning and tagging
models to extract textual information from images and enhance
item retrieval. Our investigation involved two main approaches:
unstructured text synthesis using the InstructBLIP [6] model with
a flan-t5 [25] LLM backbone, and metadata tagging via CLIP [24]
models.
Although a comprehensive evaluation of the ESCI dataset [26] was
beyond the scope of this project, we introduced a sample-efficient
padding method to create datasets that better reflect real-world
store catalogs, where the majority of items are irrelevant to any
given query. This allowed us to demonstrate the ability of our
multimodalmodels to generate high-performing image-derived de-
scriptions that enable eCommerce platforms without substantial
text descriptions to utilize conversational agents, while also sup-
plementing existing high-quality text to improve item retrieval per-
formance.

5.1 Future Directions
5.1.1 Large-Scale Experiments. One direct extension involves scal-
ing up computational resources to experiment with miniGPT-4
[42] and Vicuna [4] LLMs, which show potential advantages in
long form generation compared to flan-t5 LLMs [6, 25]. With the
anticipated introduction of state-of-the-art multimodal functional-
ities in GPT-4 [21], image captioning could be further improved
beyond the capabilities of our models.

Additionally, with sufficient time or computational resources, the
methods proposed in this project can be evaluated on the entire
ESCI dataset, such that their abilities to discern between exact and
substitute matches will be more accurately assessed.

5.1.2 Techniques from KDD Cup 2022 ESCI Challenge. In the KDD
Cup 2022 ESCI Challenge, a variety of techniques led to an increase
in the baseline nDCG score from 0.83 to 0.90. These included self-
distillation [40], data augmentation, post-processing, adversarial
training [1], prompt tuning, and keyword extraction [16, 23, 41].
The application of self-distillation using ensembles and soft labels
effectively improved robustness to noisy data [16, 41]. Moreover,
to mitigate the issue of overly simplistic queries, queries were ex-
tended using Term Frequency Inverse Document Frequency (tf-idf)
[37] keywords from relevant (E, S, and C labeled) item descrip-
tions from the training set [16, 41].The incorporation of these tech-
niques shows strong potential for boosting the performance of the
methods outlined in this project.

5.1.3 Evaluation under ElasticSearch. Another extension is to as-
sess the utility of image-generated captions for text-query searches
using ElasticSearch — a popular search engine offering rapid text
search capabilities and cost effectiveness. The use of systems like
ElasticSearch is particularly pertinent to any real-world applica-
tions, where high performance and scalability of infrastructure are
critical. We chose to use text-query cosine similarity search in our
work as a preliminarymetric formeasuring searchability and antic-
ipate that analogous results can be achieved in ElasticSearch-based
systems.



Captions Are Worth a Thousand Words: Enhancing Product Retrieval with Pretrained Image-to-Text Models ISIR-eCom 2024 @ WSDM-2024, March 8, 2024, Mérida, Mexico

ACKNOWLEDGEMENTS
The team at Crossing Minds has my deepest gratitude for their un-
wavering guidance and support duringmy internship.Their invalu-
able insights and contributions were integral to the success of this
project. I am thankful for the opportunity to have been a part of
Crossing Minds.
I would like to thank my industry supervisor, Garrin McGoldrick,
for overseeing my day-to-day progress at CrossingMinds. His skill
in aligning my personal interests, business needs, and research re-
quirements significantly contributed to a great internship experi-
ence.
Special thanks to my research lead, Marie Al Ghossein, for guiding
my research directions and helping ideate creative solutions. This
project would not be successful without her mentorship.
I would also like to thank my academic supervisor, Eldan Cohen,
for his deeply useful knowledge in state-of-the-art machine learn-
ing literature and for providing critical feedback on academic writ-
ing.
Last but not least, this internship would not have been possible
without the funding from the Mitacs Accelerate program.

REFERENCES
[1] Tao Bai, Jinqi Luo, Jun Zhao, BihanWen, and QianWang. 2021. Recent Advances

in Adversarial Training for Adversarial Robustness. arXiv:2102.01356 [cs.LG]
[2] Eliot P Brenner, Jun Zhao, Aliasgar Kutiyanawala, and Z Yan. 2018. End-to-end

neural ranking for ecommerce product search. Proceedings of SIGIR eCom 18
(2018), 7.

[3] Patrick John Chia, Giuseppe Attanasio, Federico Bianchi, Silvia Terragni,
Ana Rita Magalhães, Diogo Gonçalves, Ciro Greco, and Jacopo Tagliabue. 2022.
Contrastive language and vision learning of general fashion concepts. Scientific
Reports 12 (2022). https://api.semanticscholar.org/CorpusID:253387447

[4] Wei-Lin Chiang, Zhuohan Li, Zi Lin, Ying Sheng, Zhanghao Wu, Hao Zhang,
Lianmin Zheng, Siyuan Zhuang, Yonghao Zhuang, Joseph E. Gonzalez, Ion Sto-
ica, and Eric P. Xing. 2023. Vicuna: An Open-Source Chatbot Impressing GPT-4
with 90%* ChatGPT Quality. https://lmsys.org/blog/2023-03-30-vicuna/

[5] Sunhao Dai, Ninglu Shao, Haiyuan Zhao, Weijie Yu, Zihua Si, Chen Xu, Zhongx-
iang Sun, Xiao Zhang, and Jun Xu. 2023. Uncovering ChatGPT’s Capabilities
in Recommender Systems. In Proceedings of the 17th ACM Conference on Recom-
mender Systems. ACM. https://doi.org/10.1145/3604915.3610646

[6] Wenliang Dai, Junnan Li, Dongxu Li, Anthony Meng Huat Tiong, Junqi Zhao,
WeishengWang, Boyang Albert Li, Pascale Fung, and Steven C. H. Hoi. 2023. In-
structBLIP: Towards General-purpose Vision-LanguageModels with Instruction
Tuning. ArXiv abs/2305.06500 (2023). https://api.semanticscholar.org/CorpusID:
258615266

[7] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. 2009. Im-
ageNet: A large-scale hierarchical image database. In 2009 IEEE Conference on
Computer Vision and Pattern Recognition. 248–255. https://doi.org/10.1109/
CVPR.2009.5206848

[8] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019.
BERT: Pre-training of Deep Bidirectional Transformers for Language Under-
standing. arXiv:1810.04805 [cs.CL]

[9] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xi-
aohua Zhai, Thomas Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg
Heigold, Sylvain Gelly, Jakob Uszkoreit, and Neil Houlsby. 2020. An Image
is Worth 16x16 Words: Transformers for Image Recognition at Scale. ArXiv
abs/2010.11929 (2020). https://api.semanticscholar.org/CorpusID:225039882

[10] Yunfan Gao, Tao Sheng, Youlin Xiang, Yun Xiong, Haofen Wang, and Jiawei
Zhang. 2023. Chat-REC: Towards Interactive and Explainable LLMs-Augmented
Recommender System. arXiv:2303.14524 [cs.IR]

[11] Boston Consulting Group. 2023. Winning Formulas for E-Commerce
Growth. https://www.bcg.com/publications/2023/winning-formulas-for-e-
commerce-growth. Accessed: Jan 10th, 2024.

[12] Yupeng Hou, Junjie Zhang, Zihan Lin, Hongyu Lu, Ruobing Xie, Julian McAuley,
and Wayne Xin Zhao. 2023. Large Language Models are Zero-Shot Rankers for
Recommender Systems. arXiv:2305.08845 [cs.IR]

[13] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. 2012. ImageNet Clas-
sification with Deep Convolutional Neural Networks. In Advances in Neural In-
formation Processing Systems, F. Pereira, C.J. Burges, L. Bottou, and K.Q. Wein-
berger (Eds.), Vol. 25. Curran Associates, Inc. https://proceedings.neurips.cc/

paper_files/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf
[14] Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio Petroni, Vladimir

Karpukhin, Naman Goyal, Heinrich Küttler, Mike Lewis, Wen tau Yih, Tim Rock-
täschel, Sebastian Riedel, and Douwe Kiela. 2021. Retrieval-Augmented Gener-
ation for Knowledge-Intensive NLP Tasks. arXiv:2005.11401 [cs.CL]

[15] Junnan Li, Dongxu Li, Silvio Savarese, and Steven C. H. Hoi. 2023. BLIP-2: Boot-
strapping Language-Image Pre-training with Frozen Image Encoders and Large
Language Models. ArXiv abs/2301.12597 (2023). https://api.semanticscholar.
org/CorpusID:256390509

[16] Jinzhen Lin, Lanqing Xue, Zhenzhe Ying, Changhua Meng, Weiqiang Wang,
Haotian Wang, and Xiaofeng Wu. 2022. A Winning Solution of KDD CUP 2022
ESCI Challenge for Improving Product Search.

[17] Bodhisattwa Prasad Majumder, Aditya Subramanian, Abhinandan Krishnan,
Shreyansh Gandhi, and Ajinkya More. 2018. Deep recurrent neural networks
for product attribute extraction in ecommerce. arXiv preprint arXiv:1803.11284
(2018).

[18] Nikos Manouselis and Constantina Costopoulou. 2006. Quality in metadata: a
schema for e-commerce. Online Information Review 30, 3 (2006), 217–237.

[19] Ajinkya More. 2016. Attribute extraction from product titles in ecommerce.
arXiv preprint arXiv:1608.04670 (2016).

[20] Maciej Niemir and BeataMrugalska. 2022. Product DataQuality in e-Commerce:
Key Success Factors and Challenges. ProductionManagement and Process Control
36 (2022), 1–12.

[21] OpenAI. 2023. GPT-4 Technical Report. arXiv:2303.08774 [cs.CL]
[22] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gre-

gory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga,
Alban Desmaison, Andreas Köpf, Edward Yang, Zach DeVito, Martin Raison,
Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and
Soumith Chintala. 2019. PyTorch: An Imperative Style, High-Performance Deep
Learning Library. arXiv:1912.01703 [cs.LG]

[23] Xiaolei Qin, Nan Liang, Hongbo Zhang, Wuhe Zou, and Weidong Zhang. 2022.
Second place solution of Amazon KDD Cup 2022: ESCI Challenge for Improving
Product Search.

[24] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh,
Sandhini Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark,
Gretchen Krueger, and Ilya Sutskever. 2021. Learning Transferable Visual Mod-
els From Natural Language Supervision. In International Conference on Machine
Learning. https://api.semanticscholar.org/CorpusID:231591445

[25] Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang,
Michael Matena, Yanqi Zhou, Wei Li, and Peter J Liu. 2020. Exploring the lim-
its of transfer learning with a unified text-to-text transformer. The Journal of
Machine Learning Research 21, 1 (2020), 5485–5551.

[26] Chandan K. Reddy, Lluís Màrquez, Fran Valero, Nikhil Rao, Hugo Zaragoza, Sam-
baran Bandyopadhyay, Arnab Biswas, Anlu Xing, and Karthik Subbian. 2022.
Shopping Queries Dataset: A Large-Scale ESCI Benchmark for Improving Prod-
uct Search. (2022). arXiv:2206.06588

[27] Nils Reimers and Iryna Gurevych. 2019. Sentence-BERT: Sentence Embeddings
using Siamese BERT-Networks. In Proceedings of the 2019 Conference on Empiri-
cal Methods in Natural Language Processing. Association for Computational Lin-
guistics. https://arxiv.org/abs/1908.10084

[28] Nils Reimers and Iryna Gurevych. 2019. Sentence-BERT: Sentence Embeddings
using Siamese BERT-Networks. arXiv:1908.10084 [cs.CL]

[29] Fatemeh Sarvi, Nikos Voskarides, Lois Mooiman, Sebastian Schelter, and
Maarten de Rijke. 2020. A comparison of supervised learning to match meth-
ods for product search. arXiv preprint arXiv:2007.10296 (2020).

[30] Christoph Schuhmann, Romain Beaumont, Richard Vencu, Cade Gordon, Ross
Wightman,Mehdi Cherti,TheoCoombes, Aarush Katta, ClaytonMullis, Mitchell
Wortsman, Patrick Schramowski, Srivatsa Kundurthy, Katherine Crowson,
Ludwig Schmidt, Robert Kaczmarczyk, and Jenia Jitsev. 2022. LAION-5B:
An open large-scale dataset for training next generation image-text models.
arXiv:2210.08402 [cs.CV]

[31] Sofia Eleni Spatharioti, David M Rothschild, Daniel G Goldstein, and Jake M
Hofman. 2023. Comparing traditional and llm-based search for consumer choice:
A randomized experiment. arXiv preprint arXiv:2307.03744 (2023).

[32] George Stalidis, Iphigenia Karaveli, Konstantinos Diamantaras, Marina Delian-
idi, Konstantinos Christantonis, Dimitrios Tektonidis, Alkiviadis Katsalis, and
Michail Salampasis. 2023. Recommendation Systems for e-Shopping: Review of
Techniques for Retail and Sustainable Marketing. Sustainability 15, 23 (2023),
16151.

[33] Manos Tsagkias, Tracy Holloway King, Surya Kallumadi, Vanessa Murdock, and
Maarten de Rijke. 2021. Challenges and research opportunities in ecommerce
search and recommendations. In ACM Sigir Forum, Vol. 54. ACM New York, NY,
USA, 1–23.

[34] Ashish Vaswani, Noam M. Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones,
Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin. 2017. Attention is All you
Need. InNeural Information Processing Systems. https://api.semanticscholar.org/
CorpusID:13756489

https://arxiv.org/abs/2102.01356
https://api.semanticscholar.org/CorpusID:253387447
https://lmsys.org/blog/2023-03-30-vicuna/
https://doi.org/10.1145/3604915.3610646
https://api.semanticscholar.org/CorpusID:258615266
https://api.semanticscholar.org/CorpusID:258615266
https://doi.org/10.1109/CVPR.2009.5206848
https://doi.org/10.1109/CVPR.2009.5206848
https://arxiv.org/abs/1810.04805
https://api.semanticscholar.org/CorpusID:225039882
https://arxiv.org/abs/2303.14524
https://www.bcg.com/publications/2023/winning-formulas-for-e-commerce-growth
https://www.bcg.com/publications/2023/winning-formulas-for-e-commerce-growth
https://arxiv.org/abs/2305.08845
https://proceedings.neurips.cc/paper_files/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf
https://arxiv.org/abs/2005.11401
https://api.semanticscholar.org/CorpusID:256390509
https://api.semanticscholar.org/CorpusID:256390509
https://arxiv.org/abs/2303.08774
https://arxiv.org/abs/1912.01703
https://api.semanticscholar.org/CorpusID:231591445
https://arxiv.org/abs/2206.06588
https://arxiv.org/abs/1908.10084
https://arxiv.org/abs/1908.10084
https://arxiv.org/abs/2210.08402
https://api.semanticscholar.org/CorpusID:13756489
https://api.semanticscholar.org/CorpusID:13756489


ISIR-eCom 2024 @ WSDM-2024, March 8, 2024, Mérida, Mexico Jason Tang, Garrin McGoldrick, Marie Al-Ghossein, and Ching-Wei Chen

[35] Lei Wang and Ee-Peng Lim. 2023. Zero-Shot Next-Item Recommendation using
Large Pretrained Language Models. arXiv:2304.03153 [cs.IR]

[36] Zhenfeng Wei and Xiaohua Zhang. 2021. Feature Extraction and Retrieval of
Ecommerce Product Images Based on Image Processing. Traitement du Signal
38, 1 (2021).

[37] Wikipedia. 2023. Tf–idf — Wikipedia, The Free Encyclopedia. http://en.
wikipedia.org/w/index.php?title=Tf%E2%80%93idf&oldid=1183151429. [Online;
accessed 04-December-2023].

[38] Thomas Wolf, Lysandre Debut, Victor Sanh, Julien Chaumond, Clement De-
langue, Anthony Moi, Pierric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz,
Joe Davison, Sam Shleifer, Patrick von Platen, Clara Ma, Yacine Jernite, Julien
Plu, Canwen Xu, Teven Le Scao, Sylvain Gugger, Mariama Drame, Quentin
Lhoest, and Alexander M. Rush. 2020. Transformers: State-of-the-Art Natural
Language Processing. In Proceedings of the 2020 Conference on Empirical Methods
in Natural Language Processing: System Demonstrations. Association for Compu-
tational Linguistics, Online, 38–45. https://www.aclweb.org/anthology/2020.
emnlp-demos.6

[39] Li Yang, QifanWang, Zac Yu, Anand Kulkarni, Sumit Sanghai, Bin Shu, Jon Elsas,
and Bhargav Kanagal. 2022. MAVE: A product dataset for multi-source attribute
value extraction. In Proceedings of the fifteenth ACM international conference on
web search and data mining. 1256–1265.

[40] Linfeng Zhang, Jiebo Song, Anni Gao, Jingwei Chen, Chenglong Bao, and
Kaisheng Ma. 2019. Be Your Own Teacher: Improve the Performance of Con-
volutional Neural Networks via Self Distillation. arXiv:1905.08094 [cs.LG]

[41] Qi Zhang, Zijian Yang, Yilun Huang, Ze Chen, Zijian Cai, KangxuWang, Jiewen
Zheng, Jiarong He, and Jin Gao. 2022. A Semantic Alignment System for Multi-
lingual Query-Product Retrieval. arXiv:2208.02958 [cs.IR]

[42] Deyao Zhu, Jun Chen, Xiaoqian Shen, Xiang Li, and Mohamed Elhoseiny. 2023.
MiniGPT-4: Enhancing Vision-Language Understanding with Advanced Large
Language Models. arXiv:2304.10592 [cs.CV]

[43] Tiangang Zhu, Yue Wang, Haoran Li, Youzheng Wu, Xiaodong He, and Bowen
Zhou. 2020. Multimodal joint attribute prediction and value extraction for e-
commerce product. arXiv preprint arXiv:2009.07162 (2020).

https://arxiv.org/abs/2304.03153
http://en.wikipedia.org/w/index.php?title=Tf%E2%80%93idf&oldid=1183151429
http://en.wikipedia.org/w/index.php?title=Tf%E2%80%93idf&oldid=1183151429
https://www.aclweb.org/anthology/2020.emnlp-demos.6
https://www.aclweb.org/anthology/2020.emnlp-demos.6
https://arxiv.org/abs/1905.08094
https://arxiv.org/abs/2208.02958
https://arxiv.org/abs/2304.10592

	Abstract
	1 Introduction
	2 Related Work
	2.1 Transformer Models
	2.2 Discriminative Image-to-Text Tagging
	2.3 Generative Image-to-Text Captioning

	3 Methodologies
	3.1 Similarity Search
	3.2 Image-to-text Models
	3.3 Query Preprocessing
	3.4 Experiments

	4 Results and Discussions
	4.1 Baselines
	4.2 Approaches using Item Text or Images
	4.3 Cross Encoder versus Transformer Similarity
	4.4 GPT Preprocessing

	5 Conclusions and Future Research
	5.1 Future Directions

	References

