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Agenda
•Preliminaries in Dual Learning

•Dual Learning in Cross-Domain Recommendations

•Dual Learning, LLM, and Aspect-Based Recommendations
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Motivation: Structural Duality
Definition 

Two machine learning tasks are of  structural duality if  one learning task maps from space X to 
space Y, and the other learning task maps from space Y to space X.
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Example: Machine Translation

Credit: (Qin & Xia 2019)



Example: Speech Processing

Credit: (Qin & Xia 2019)



Example: Image Processing

Credit: (Qin & Xia 2019)



Structural Duality in AI
•Structural Duality is very common in AI applications
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AI Application X->Y Y->X

Machine Translation Translation from Language EN to CH Translation from Language CH to EN

Speech Processing Speech Recognition Text-to-Speech

Image Processing Image Captioning Image Generation

Conversation Question Answering Question Generation

Search Engine Query-Document Matching Query/Keyword Suggestion

How Can We Exploit Structural Duality in AI Applications? 



Dual Learning
Bidirectionally transfers information/knowledge/parameters between the primal 
task and the dual task.

Optimizes simultaneously to achieve optimal performance for both tasks

Bayes Theorem:

Dual Optimization:

𝑷(𝐱, 𝐲) = 𝑷 𝒙 𝑷(𝐲|𝐱; 𝐟) = 𝑷 𝒚 𝑷(𝒙|𝒚; 𝒈)

objective 1: 𝐦𝐢𝐧
𝜽𝑿𝒀

𝟏

|𝑫|
 𝑳𝟏(𝒇(𝒙,𝜽𝑿𝒀),𝒚)(𝒙,𝒚)∈𝑫  

objective 2: 𝐦𝐢𝐧
𝜽𝒀𝑿

𝟏

|𝑫|
 𝑳𝟐(𝒈(𝒚,𝜽𝒀𝑿),𝒙)(𝒙,𝒚)∈𝑫  

s.t. 𝑷(𝒙,𝒚) = 𝑷(𝒙)𝑷(𝒚|𝒙;𝒇) = 𝑷(𝒚)𝑷(𝒙|𝒚;𝒈), ∀ (𝒙,𝒚) ∈ 𝑫  



Application I: Cross-Domain RecSys

Suppose we know the user preferences 

in the book domain…

How to estimate the user

preferences in the movie domain?



Transfer Learning for CDR

Books MoviesUI= =× IU ×

Overlap Users

Mapping

Source Domain Target Domain

Key Idea: apply dual learning to cross-domain recommendations!



Solution: Dual Learning

Book MovieUI= =× IU ×

Overlap Users

Mapping
Source Domain Target Domain

Target Domain Source Domain

Improving recommendation performance in one domain would also lead to improvement in the other domain!



Model [WSDM 2020, TKDE 2021]
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Latent Orthogonal Metric Mapping 
Learns the bidirectional orthogonal mapping (𝑋,𝑋𝑇) between user embeddings 
across different domains.

Minimize the Euclidean distance in the latent space

Orthogonality is important because it

preserves similarities between user embeddings across different latent spaces.

automatically derives the inverse mapping function.
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Experiments: Data
Dataset: collected from an online recommendation service for books, movies, music

Contains rich information of  user features and item features:

◦ User (Gender, Age, Movie Taste, Residence, Preference, Usage, Marital Status, Personality)

◦ Book (Category, Title, Author, Publisher, Language, Country, Price, Date)

◦ Movie (Genre, Title, Director, Writer, Runtime, Country, Rating, Votes)

◦ Music (Listener, PlayCount, Artist, Album, Tag, Release, Duration, Title)

Domain Book Movie Music

# of  Users 804,825 959,502 45,962

# of  Items 182,653 79,866 183,114

# of  Ratings 223,007,805 51,269,130 2,536,273

Sparsity 0.0157% 0.0669% 0.0301%



Experiments: Baselines
Baseline Methods:
◦ CCCFNet: Cross-domain Content-boosted Collaborative Filtering neural NETwork (Lian et al. 2017)

◦ CDFM: Cross Domain Factorization Machine (Loni et al. 2014)

◦ CoNet: Collaborative Cross Network (Hu et al. 2018)

◦ CMF: Collective Matrix Factorization (Singh & Gordon, 2008)

◦ NCF: Neural Collaborative Filtering (He et al. 2018)

Conducted record-stratified 5-fold cross validation

Evaluated performance using RMSE, MAE, Precision and Recall metrics



Results: Book/Movie Domains



Results: Convergence



Results: Number of  Overlap Users
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Online A/B Test
We conduct an online A/B test at Alibaba-Youku, one of  the leading video streaming 
platforms in China.

Test Period: January 2021

User Sample: over 1 million

Applications: TV Shows/Short Videos

Business Metrics Improvements: +7.07% in total video views



Application II: LLM and Aspects in RecSys

Question 1: How can we better explain the 
recommended product based on its aspect?

Question 2: How can we provide better 
recommendations based on user preference 
over different aspects?



Why LLM?
•LLMs have shown excellent capabilities in common-sense reasoning and utilizing 
background knowledge in a variety of  tasks (e.g., aspect extraction).

•LLMs transfer the rich world knowledge from the universe of  web textual data to 
better understand users’ behavior and preferences.

Items UsersAspects
LLM RecSys

Feedback



Prompt Tuning in LLM
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Continuous Prompt Tuning: Benefits
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•Effectively incorporate User/Item ID 
information & features into LLM

•Can be easily concatenated with the 
review text to identify the most 
important aspect terms

•Can be dynamically updated based on 
user preference learned from the 
downstream recommendation task



Prompt Tuning for Aspect-Based RS
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Experiments: Data
Datasets: Collected from TripAdvisor (hotel), Amazon (movies), and Yelp (restaurant).

Each Dataset Contains:

◦ User/Item IDs

◦ Ratings (Scale 1-5)

◦ User Reviews,

◦ Aspect Terms (Ground Truth)

Domain TripAdvisor Amazon Yelp

# of  Users 9,765 7,506 27,147

# of  Items 6,280 7,360 20,266

# of  Ratings 320,023 441,783 1,293,247

Sparsity 0.522% 0.800% 0.235%



Experiments: Baselines
Baseline Methods (Aspect Extraction)
◦ DE-CNN

◦ LCFS

◦ ABAE

◦ BERT

◦ IMN

◦ JASA

Conducted record-stratified 5-fold cross validation

Evaluated performance using RMSE, MAE, Precision and Recall metrics

Baseline Methods (Aspect RecSys)
◦ A3NCF

◦ SULM

◦ AARM

◦ MMALFM

◦ ANR

◦ MTER



Aspect-Term Extraction Performance
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Aspect-Based RecSys Performance
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A Few Examples
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Thank you!

Pan Li

Assistant Professor@ITM, Georgia Tech

Email: pan.li@scheller.gatech.edu

Website: lpworld.github.io
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lpworld.github.io

